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Developer Experience: the “Visual Studio” for ML / DL
Data, Model, Algorithm, Pipeline, Experiment, Life Cycle Management
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• Catapult	is	our	cloud-scale	FPGA	
architecture,	deployed	across	ALL	
Microsoft	servers	

• For	ultra-low	latency	DNN	inference,	
we	need	to	fit	model	parameters	in	
FPGA	on-chip	memory,	and	extend	to	
multiple	FPGAs	for	large	models

• Automated	DNN	compiler	to	map	
from	CNTK/TF	to	FPGA	runtime



• Enables	solving	bigger	problems	
than	possible	on	single	FPGA

• Enables	harvesting	FPGA	resources	
across	network

• Services	communicate	with	no	SW	
intervention	(via	Lightweight	
Transport	Layer,	in	microseconds)

• Line-rate	service	are	local	(Crypto)
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– Ultra	low	latency,	high	throughput	evaluation
– Achieve	high	ops/$	and	ops/W	vs.	CPUs
– Long	term,	enable	scalable	in-situ	training	for	

model	freshness	&	online	learning
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Instr	Decoder	&	
Control
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BrainWave Goals

• 1.2	TOPs	of	16b	fixed	point	è inference	in	
hundreds	of	us	or	few	ms

• No	Verilog	expertise	required
• BrainSlices can	be	composed	to	support	

large	scale	models

BrainSlice:	SW-Programmable	DNN	Engine
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